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universidad de extremadura

EXTRACTA MATHEMATICAE
Article in press

Available online May 21, 2025

On the coordinates of minimal vectors in a
Minkowski-reduced basis

Ákos G. Horváth
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Abstract : Finding the shortest non-zero vectors in a lattice is a computationally hard problem
(NP-hard in general dimensions), making results in low dimensions particularly important in lattice

reduction theory. This paper focuses on the coordinates of minimal lattice vectors when expressed in

a Minkowski-reduced basis. By applying Ryskov’s findings on admissible centerings and Tammela’s
work characterizing Minkowski-reduced forms via a finite set of inequalities (up to dimension 6), we

demonstrate sharp bounds on the absolute values of these coordinates. Specifically, we show that
for dimensions n ≤ 6, the absolute values of the coordinates of any minimal vector with respect to

a Minkowski-reduced basis are bounded by 1 (for n = 2, 3), 2 (for n = 4, 5), and 3 (for n = 6). This

refines bounds implicitly available from Tammela’s results by combining geometric arguments from
lattice theory, admissible centering theory, and reduction theory.

Key words: Dirichlet-Voronoi cell, minimum vector of a lattice, Minkowski-reduction, admissible

centering, positive quadratic forms.
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1. Introduction

A lattice L is a discrete subgroup of the Euclidean space Rn. Every lattice
possesses a basis, a set of linearly independent vectors {e1, . . . , en} such that
any vector v ∈ L can be uniquely written as v =

∑n
i=1 ziei with integer

coefficients zi ∈ Z. The integer n is the dimension (or rank) of the lattice. A
central theme in the geometry of numbers is lattice reduction, which aims to
find a ”good” basis for a given lattice, typically consisting of vectors that are
relatively short and nearly orthogonal.

Classical reduction theories include those by Hermite [4], Minkowski [7],
Korkine-Zolotarev [6], and Venkov [15]. While these notions often coincide
in low dimensions (e.g., Minkowski and Hermite reduction are equivalent for
n ≤ 6 [9]), they differ in higher dimensions (e.g., [5]). For a comprehensive
overview, see [3].
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A fundamental problem in lattice theory is finding the shortest non-zero
vector(s), known as minimal vectors. The length of a minimal vector is the
first successive minimum of the lattice. All classical reduction algorithms
implicitly assume this shortest vector problem (SVP) is solvable, although
finding minimal vectors is NP-hard under randomized reductions.

The structure defined by the set of minimal vectors is crucial in various
fields, including coding theory, discrete geometry, and the study of root lat-
tices. Determining the properties of minimal vectors, such as their coordinates
relative to a reduced basis, is therefore of significant interest. This article fo-
cuses on bounding these coordinates when the basis is Minkowski-reduced,
for dimensions n ≤ 6. We leverage the theory of admissible centerings and
Tammela’s characterization of Minkowski-reduced forms to establish our main
result, Theorem 3.1.

2. Preliminaries: lattices, reduction, and centerings

Let L be an n-dimensional lattice in Rn. We denote the lattice gener-
ated by a basis {e1, . . . , en} as L[e1, . . . , en]. The linear span is denoted by
Lin[e1, . . . , en].

Definition 2.1. A set of linearly independent lattice vectors {f1, . . . , fk}
is a primitive system, if any lattice vector in their linear span can be expressed
as an integer linear combination of them, i.e.,

Lin[f1, . . . , fk] ∩ L[e1, . . . , en] = L[f1, . . . , fk].

Equivalently, the set {f1, . . . , fk} can be extended to a basis of the lattice L.
A single non-zero vector v ∈ L is primitive if v/k 6∈ L for any integer k > 1.
Every subset of a primitive system is also a primitive system, and minimal
vectors are always primitive.

Definition 2.2. (Successive minima) Let L be an n-dimensional lat-
tice. The i-th successive minimum λi(L) (1 ≤ i ≤ n) is the smallest real
number r such that L contains i linearly independent vectors of length at
most r. A set of vectors {a1, . . . , an} such that |ai| = λi(L) for all i, and
a1, . . . , ai are linearly independent vectors achieving the i-th minimum for
each i, is called a system realizing the successive minima. Note that a1 is a
minimal vector.

A system realizing successive minima does not necessarily form a basis.
Minkowski reduction provides a way to construct a basis related to these
minima.
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Definition 2.3. An ordered basis {a1, . . . , an} of a lattice L is Minkowski-
reduced if, for each i ∈ {1, . . . , n}, ai is a shortest vector among all lattice
vectors v ∈ L such that {a1, . . . , ai−1, v} can be extended to a basis of L.
Equivalently, let a1 be a minimal vector of L. Let a2 be a minimal vector
among those v ∈ L such that {a1, v} is a primitive system. Continue this pro-
cess: ai is a minimal vector among those v ∈ L such that {a1, a2, · · · ai−1, v} is
a primitive system. We call the complete system {a1, a2, · · · an} a Minkowski-
reduced basis.

Alternatively, Minkowski reduction can be defined via positive definite
quadratic forms. A lattice L = AZn (where A is a matrix of a regular linear
transformation of Rn) corresponds to the quadratic form Q(x) = |Ax|2 =
xT (ATA)x. Two forms Q and Q′ are equivalent if to each other if Q′(x) =
Q(U(x)) for some unimodular transformation U (integer matrix with determi-
nant ±1). The equivalent forms correspond to distinct bases of the same lat-
tice. A positive quadratic form Q is called Minkowski-reduced if Q(u) ≥ Q(ei)
holds for 1 ≤ i ≤ n and all integer vectors u = (u1, . . . , un)T ∈ Y with
g.c.d.(ui, . . . , un) = 1. Here ei is the i-th standard basis vector in Zn.

All lattices have a Minkowski-reduced basis, implying that each positive
definite quadratic form is equivalent to a Minkowski-reduced form.

2.1. Admissible centerings. The lattice L[e1, . . . , en] of dimension n
is a centering of the lattice L′[a1, . . . , an] (of the same dimension) if

L′[a1, . . . , an] ⊂ L[e1, . . . , en].

We have to define first the concept of admissible centering of the lattice L′ in
the case where there is a basis of L′ of shortest vectors. (So in the lattice L′

there is a minimum basis). A lattice L′ with a minimum basis can be centered
in an admissible way by the lattice L, if minL′ = minL. Since there is no
minimum basis in all lattices, we can reformulate the definition of admissible
centerings, focusing on the idea of successive minima.

Definition 2.4. Take n independent lattice vectors {a1, . . . , an} whose
lengths are the successive minima of the lattice L[e1, . . . , en]. We say that
L[e1, . . . , en] is an admissible centering of L′[a1, . . . , an] if for any sequence
1 ≤ i1 < . . . < ik ≤ n of indices in the lattice Lin[ai1 , . . . , aik ] ∩ L[e1, . . . , en]
the successive minima are |ai1 | ≤ . . . ≤ |aik |.

Every linearly independent set {a1, . . . , an} of lattice vectors defines a
lattice parallelepiped
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Π[a1, . . . , an] :=

{∑n

i=1
xiai : 0 ≤ xi < 1 for all i

}
.

Let L′[a1, . . . , an] be a lattice with minimum basis {a1, . . . , an} and
L[e1, . . . , en] one of its admissible centerings. Then there are finitely many
points {s1, . . . sj} of L[e1, . . . , en] in the parallelepiped Π[a1, . . . , an] with the
following property: The vector system {a1, . . . , an, s1, . . . sj} generates the
lattice L[e1, . . . , en].

In this case, we also say that the parallelepiped Π[a1, . . . , an] has an admis-
sible centering. Since in the above case Π[a1, . . . , an] is generated by minimum
vectors of the lattice, we call it minimum parallelepiped.

n U V relevant rows (Coordinates of centering vectors)

2 1 1 (0, 0)

3 1 1 (0, 0, 0)

4 1 1 (0, 0, 0, 0)

4 2 2
(

1
2 ,

1
2 ,

1
2 ,

1
2

)
5 1 1 (0, 0, 0, 0, 0)

5 2 2
(

1
2 ,

1
2 ,

1
2 ,

1
2 , 0
)

5 2 2
(

1
2 ,

1
2 ,

1
2 ,

1
2 ,

1
2

)
6 1 1 (0, 0, 0, 0, 0, 0)

6 2 2
(

1
2 ,

1
2 ,

1
2 ,

1
2 , 0, 0

)
6 2 2

(
1
2 ,

1
2 ,

1
2 ,

1
2 ,

1
2 , 0
)

6 2 2
(

1
2 ,

1
2 ,

1
2 ,

1
2 ,

1
2 ,

1
2

)
6 2 4

(
1
2 ,

1
2 ,

1
2 ,

1
2 , 0, 0

)
,
(

1
2 ,

1
2 , 0, 0,

1
2 ,

1
2

)
,
(
0, 0, 1

2 ,
1
2 ,

1
2 ,

1
2

)
6 3 3

(
1
3 ,

1
3 ,

1
3 ,

1
3 ,

1
3 ,

1
3

)
Table 1: Relevant rows for n ≤ 6. V is the index, U is the LCM of denomi-
nators.
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The modified version of this notation for a lattice formed by successive
minimum vectors of the lattice is used, too. Ryskov [11] proved that in a
given dimension, all combinatorial types of admissible centering arise as the
admissible centering of a minimum parallelepiped. Hence, the relative connec-
tion between the two lattices can always be described as an admissible cen-
tering of a lattice with a minimum basis. If a given dimension, the admissible
centerings are classified, then we know the possible connections between the
given lattice L[e1, . . . , en] and its sublattices L′[a1, . . . , an]. The Table 1 that
displays the results of Ryskov contains the most important geometric data of
the admissible centerings of a minimum parallelepiped. The points {s1, . . . sj}
defining the centering of the parallelepiped Π[a1, . . . , an] clearly have rational
coordinates with respect to the basis {a1, . . . , an}. The least common multiple
U of the denominators of the coordinates of the points {s1, . . . sj} divides the
determinant

V = [L : L′[a1, . . . , an]] = vol(Π[a1, . . . , an])/vol(Π[e1, . . . , en]).

The index (or the volume ratio of the centering) V is an integer related to
U . The relevant rows contain the coordinates of the fundamental centering
vectors {s1, . . . sj} with respect to the basis {a1, . . . , an}. Table 1 summarizes
the data for n ≤ 6. Ryskov also gave in [11] similar tables for dimension
seven, and Zakharova and Novikova for dimension eight in [16], but there is
no similar table in higher dimensions.

2.2. Characterization of the Minkowski reduction via
inequalities. A key result, known for n ≤ 6, characterizes Minkowski-
reduced bases using finite set of conditions. Let Q be the quadratic form
associated to the basis {e1, . . . , en}. This basis is Minkowski-reduced if and
only if:

1. Q(ei+1) ≥ Q(ei) for 1 ≤ i ≤ n− 1.

2. Q(u) ≥ Q(ei) for specific vectors u =
∑n

j=1 uiei can be transformed into
a column of the matrix in Table 2, by permuting the coordinates of u
and omitting the signs of these coordinates, while g.c.d(ui, . . . , un) = 1.

The checking inequalities in Table 2 was announced by Minkowski for
n ≤ 6 and proved by Minkowski for n ≤ 4 ([8]), Ryskov (in [10]) and later
Afflerbach (in [1]) for n = 5 and by Tammela for n = 6. Tammela in [14]
slightly refined and extended the result to the case n = 7.
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1 1 1 1 1 1 1 1 1

1 1 1 1 1 1 1 1 1

0 1 1 1 1 1 1 1 1

0 0 1 1 1 1 1 1 1

0 0 0 1 2 1 1 2 2

0 0 0 0 0 1 2 2 3


Table 2: Checking inequalities of reduction when n ≤ 6.

The result says that {e1, . . . , en} forms a Minkowski-reduced basis in its
lattice L[e1, . . . , en] if for the above finite number of inequalities Q(u) ≥ Q(ei)
holds with the vectors permitted by the table. Conversely, if we find a vector
u that is allowed by the table and for which the inverse inequality is satisfied,
the base under consideration is not Minkowski-reduced; the lattice vector u
is a better choice for the reduction algorithm than the choice given by the
corresponding element of the base.



1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 2

0 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 2 1 1 1 1 2 2

0 0 1 1 1 1 1 1 1 0 2 2 1 2 2 2 2 1 2 2 2 2 2

0 0 0 1 2 1 1 2 2 0 0 2 1 2 2 2 2 2 3 3 3 3 3

0 0 0 0 0 1 2 2 3 0 0 0 3 2 3 4 3 m 0 3 4 4 3



Table 3: Checking inequalities of the relevants of the Dirichlet-Voronoi cell.

Crucially, minimal vectors of a lattice are relevant vectors for its Dirichlet-
Voronoi (DV) cell centered at the origin. Tammela [13] proved that for n ≤
6, if {e1, . . . , en} is a Minkowski-reduced basis, the coordinates (x1, . . . , xn)
of any relevant vector of the DV cell (and thus any minimal vector m =∑n

i=1 xiei), up to permutation and signs, correspond to a column in a specific,
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larger table (Table 3, which combines Table 2 with vectors relevant for the
DV cell). (In the process, we have to exclude the last column (1, 1, 1, 1, 2,m)T

of the second part, partitioned by two vertical doubled lines in the table).
The first chunk in Table 2 coincides with Table 2, this part is needed to find
the reduced basis. The second part contains the possible vectors that may
be shorter than the longest basis vector included in the reduced basis. In the
n-dimensional case, we have to consider only those columns of the table in
which the number of non-zero coordinates does not exceed n.

Since every vector of minimum length is a relevant vector of the Dirichlet-
Voronoi cell of the origin, the coordinates of these vectors (apart from their
sign and the possible permutations) with respect to a Minkowski-reduced basis
are included in the columns of the table.

We note that the book by Achill Schürmann [12] contains more recent re-
sults on 7-dimensional Minkowski-reduced forms, but our proof would lead to
a highly complicated discussion in the case of 7-dimensional lattices. There-
fore, in this paper, we only focus on the six-dimensional case.

3. Main result and preparatory lemmas

Let n ≤ 6 and assume that the lattice L[e1, . . . , e6] is spanned by a
Minkowski-reduced basis. Combining the results on admissible centerings with
the results of reduction theory, we can prove a sharpening of Tammela’s result
on the coordinates of the minimum vectors. Table 3 shows that the maximum
absolute value of the coordinates in 5 or 6 dimensions can be 3 or 4. In the
following Theorem we obtain sharp bounds.

Theorem 3.1. Let L be an n-dimensional lattice, where n ≤ 6,
m =

∑n
i=1 xiei be an arbitrary minimal vector of L, where {e1, . . . , en} is

a Minkowski-reduced basis of the lattice. Then, for an arbitrary index i, the
following inequalities are satisfied:

|xi| ≤


1 if n = 2, 3 ,

2 if n = 4, 5 ,

3 if n = 6 .

First, we highlight some easy geometric observations which we repeatedly
use in our proof:

1. vol(L) = det({e1, . . . , en}) = 1
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2. The minimal vector m =
∑
xiei under investigation has xi 6= 0 for all

i. If some xk = 0, the problem reduces to a lower-dimensional one, and
the bounds would hold by induction.

3. |m| = λ1(L) = 1.

We need several lemmas.

Lemma 3.2. (Volume and centering denominators) If a parallele-
piped Π[a1, . . . , an] has a k-dimensional centered face of denominator 2 then
its volume is even.

Proof. If the centered face is Π[a1, . . . , ak] then the coordinates of the
vector b = (1/2)(a1 + . . .+ak) ∈ L[e1, . . . , en] are integers, respectively. Hence
the volume of Π[b, a2, . . . , an] is also an integer. But

vol(Π[b, a2, . . . , an]) = det[b, a2, . . . , an]

= (1/2) det[a1 + . . .+ ak, a2, . . . , an]

= (1/2)vol(Π[a1, a2, . . . , an])

proves the statement.

Lemma 3.3. For all indices i the inequality |xi| ≤ 4 holds.

Proof. The minimum vectors of the lattice L[e1, . . . , en] are relevant vec-
tors of the Dirichlet-Voronoi cell of the origin, so by Theorem 2 in [13] the
absolute value of the coordinates of the minimum vectors with respect to
a Minkowski-reduced basis can be found in that modification of Table 3
in which the last column of the middle part is omitted. Hence for all i
we have |xi| ≤ 4.

Lemma 3.4. (Lexicographical minimality) Let {e1, e2, . . . e6} be a
Minkowski-reduced basis of the lattice then in the proof of the theorem we
can assume that |e1| = |e2| = |e3| = |e4| = |m| = 1.

Proof. We recall a result of G. Csóka [2]. It says that in an n-dimensional
lattice with n ≤ 6, the Minkowski-reduced basis is the lexicographical minima
of the set of such bases, which are ordered by the increasing lengths of their
elements. (Observe that this theorem is a consequence of the fact (is proved by
Ryskov) that the domains of the Minkowski-reduced forms, Hermite-reduced
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forms, and L?-reduced forms are agreed for n ≤ 6.) From this, the first four
elements of a Minkowski-reduced basis give a primitive system of successive
minimum vectors. So, Ryskov’s affinity sends these vectors to a primitive sys-
tem of minimum vectors of the image lattice without changing the coordinates
of a minimum vector.

Lemma 3.5. (Primitive systems and reduction vectors) Assume
that the lattice L := L[e1, . . . , en] is spanned by the Minkowski-reduced basis
{e1, . . . , en}, where n ≤ 6. Let {e1, . . . , en−2, x} be a primitive system with the

vector x =
n∑

i=1
xiei, having the property that xn 6= 0. (Clearly, we have that

|e1| ≤ . . . ≤ |en−1| ≤ |x|.) There is a column α := α1e1+· · ·+αn−1en−1+αnen
in the n-dimensional part of Table 2 for which also holds that

α =

n−2∑
i=1

yiei + yn−1x,

consequently simultaneously hold the equalities

αn−1 = yn−1xn−1 and αn = yn−1xn

with such non-zero integers which absolute values are in Table 2.

Proof. With a suitable affinity ϕ we define a lattice of form L? = ϕ(L)
in which {e1 . . . en−2, x} is a primitive system (hence L[e1, . . . en−2, x] is a
common complete sublattice both of L and L?) and the minimum value of
the length of those vectors which don’t belong to L[e1, . . . en−2, x] is greater
than |x|. Then {e1 . . . en−2, ϕ(en−1)} in its lattice couldn’t be a Minkowski-
reduced basis (ϕ(en−1) 6∈ L[e1, . . . en−2, x]) hence there is such a column α :=
α1e1+. . .+αn−1ϕ(en−1)+αnϕ(en) in the n-dimensional part of Table 2, which
exclude ϕ(en−1) from the possible Minkowski-reduced basis elements. But the
vector in L? corresponding to α has to be shorter then ϕ(en−1). Hence it is
in Lin[e1, . . . en−2, x] ∩ L = Lin[e1, . . . en−2, x] ∩ L? (the common lattice layer
of L and L?) implying that α = y1e1 + . . .+ yn−2en−2 + yn−1x where yi’s are
all non-zero integers as we stated.

Now we prove the existence of a lattice L? with the above properties.
Since {e1, . . . , en−2, x} is a primitive system we have g.c.d(xn−1, xn) = 1. By
our assumption xn 6= 0. Let z = z1 + z2 be an orthogonal decomposition of
z ∈ Rn, where z1 ∈ Lin[e1, . . . , en−2, x]. If xn−1 = 0 then L[e1, . . . en−2, x] =
L[e1, . . . en−2, en] holds and en−1 each vector is in the form

v = v1e1 + . . .+ vn−1en−1 + vn−1x+ ken−1 with a k ∈ Z.
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Let ϕ(z) := z1 + (1 + ε)z2 be an affinity with an arbitrary positive ε. Then,
for k 6= 0, ϕ(v) is equal to v1e1 + . . . + vn−1en−1 + vn−1x + kϕ(en−1) and
for v ∈ L \ L[e1, . . . , en−2, x] the minimal value of |ϕ(v)| is equal to |ϕ(en−1)|
since the basis {e1 . . . en} is a Minkowski-reduced one. Clearly, we can choose
ε on such a way that the condition |ϕ(en−1)| > |x| also holds. In the other
case, when xn−1 6= 0 we have en−1 = 1

xn−1
(x− x? − xnen) ∈ L[e1, . . . , en],

where x? ∈ L[e1, . . . , en−2]. Since the coordinates of x − x? are integers
(with respect to the basis {e1, . . . , en}) we get that |xn−1| = 1. Hence
x = x?±en−1 +xnen with a non-zero integer xn. Hence L[e1, . . . en−2, x, en−1]
is an sublattice of L of index |xn|. Apply the above affinity to this lat-
tice with such ε that the minimum value of the lengths |ϕ(v)| of the lat-
tice vector v of the set L \ L[e1, . . . , en−2, x] will be grater than |x|. Since
{e1, . . . , en−2, en−1} is a primitive system of L then it is also a primitive
system of L[e1, . . . en−2, x, en−1]. Thus {e1, . . . , en−2, ϕ(en−1)} is a primitive
system of ϕ(L[e1, . . . en−2, x, en−1]) but couldn’t be a Minkowski-reduced ba-
sis in this lattice because of |ϕ(en−1)| > |x|, as the required affinity exists
in this case, too.

Remark 3.6. (Coordinates when basis vectors are minimal) The
assertion of Theorem 3.1 is evident if {e1, . . . , en} is a basis consisting of
minimal vectors. In fact,

vol(Π[e1, . . . , ei−1,m, ei+1 . . . en]) = |xi|vol(Π[e1, . . . , en]).

Using this equality, |xi| can only be one of the allowed volumes in Table
1. However, this is greater than three only in one case, when n = 6 and
the volume of the parallelepiped Π[e1, . . . , ei−1,m, ei+1 . . . en] is 4. This case
can occur in a specific structure (related to D?

6). Ryskov showed ([11] The-
orem 6) then the five-dimensional sublattice L′[e1, . . . , ei−1, ei+1 . . . en] con-
tains a four-dimensional body-centered cubic lattice L′′ whose index is 2 in
L′[e1, . . . , ei−1, ei+1 . . . en]. Then, however, we have the inequality:

4 = vol(Π[e1, . . . , ei−1,m, ei+1 . . . en]

≥ |xi|ind(L′′/L′[e1, . . . , ei−1, ei+1 . . . en]) = 2|xi|,

i.e., |xi| ≤ 2 for all i.

4. Proof of Theorem 3.1

Proof. Let {e1, . . . , en} be a Minkowski-reduced basis and m =
∑
xiei is a

minimum vector in the lattice L = [e1, . . . , en]. Assume that the volume of the
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parallelepiped Π[e1, . . . , en] equals 1. By Lemma 3.4, we can assume that the
coordinates xi are non-zero and the first four elements of the basis are min-
imum vectors. By Remark 3.6, the statement is trivial in dimensions n ≤ 4;
hence, we have to investigate only the cases n = 5 and n = 6, respectively.

The five-dimensional case. We cannot examine the coordinates sim-
ilarly, as in the case of n = 4, so we must consider separate cases in the
proof.

• The case of the fifth coordinate x5. Consider the four-dimensional
minimum parallelepiped Π[m, e1, e2, e3]. Its edges have length 1, so the corre-
sponding vector system is a system of successive minima. Then e4 be a fifth
successive minima, so the lattice L[e1, . . . , e5] is an admissible centering of the
lattice L[m, e1, e2, e3, e4]. Hence vol(L[m, e1, e2, e3, e4]) = |x5| ≤ 2 by Table 1.

• The case of the fourth coordinate x4. If {e1, e2, e3,m} is a primi-
tive system then there is a Minkowski-reduced basis with first four elements
{e1, e2, e3,m}. We use Lemma 3.5 with the choice x = m, so the coefficients
xi are non-zero integers. The 5-dimensional part of Table 2 gives that for
all i we have |αi| ≤ 2, and since |y4| ≥ 1 we get |x4| ≤ 2, too. Assume
now that {e1, e2, e3,m} is not a primitive system in L[e1, . . . , e5]. Then
L[e1, . . . , e5] ∩ Lin(e1, e2, e3,m) is an admissible centering of L[e1, e2, e3,m].
Hence the lattice L[e1, . . . , e5]∩Lin(e1, e2, e3,m) is a body-centered cubic lat-
tice of dimension four and volume 2. Since e4 is a fifth vector with the minimal
length for which {e1, e2, e3, e

?
4, e4} should form a basis (there is no admissible

centering with volume 4), we can conclude by Lemma 3.4 that e5 is also a
minimum vector. We can finish the proof of this case using the result of the
Remark 3.6, so in this case, we also get that |x4| ≤ 2.

• Clearly, to prove that |xi| ≤ 2 for i = 1, 2, 3 the argument of i = 4 can
be applied again.

The case of dimension six. We will use that the statement is true for
n ≤ 5. Let {e1, . . . , e6} be a Minkowski-reduced basis and let m =

∑6
i=1 xiei

be a minimal vector with non-zero integer coefficients. We distinguish two
cases (with several subcases).

I: If {e1, . . . , e4,m} is a primitive system, then |e5| = 1 and Π[e1, . . . ,
e5,m] is a minimum parallelepiped with volume |x6|. By Lemma 3.3, |x6| ≤ 4
and we have to prove that |x6| 6= 4. By Table 1, the only lattice centred by
volume 4 is the 6-dimensional cubic lattice. Ryskov showed (see [11] Theorem
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6) that this centering has only one metric realization in which the sixth vector
e6 must be minimal vector, too. Therefore, we have |e6| = 1. We can again
use the last argument of Remark 3.6 to show that all coordinates of m are
less than or equal to 3, as we stated.

II: If {e1, . . . , e4,m} is not a primitive system, then the face Π[e1, . . . ,
e4,m] is a centered facet of the parallelepiped Π[e1, . . . , e4,m, e5]. By Lemma
3.2 |x6| = vol(Π[e1, . . . , e4,m, e5]) is an even number. (Note that in this
case the columns of Table 1 cannot be directly referenced because |e5| > 1.)
According to Lemma 3.3, the value of |x6| is 2 or 4.

• Suppose first that |x6| = 2. Then there is a lattice vector e?5 ∈ L[e1, . . . ,
e4,m] for which the system {e1, . . . , e4, e

?
5} is a primitive system. Based

on Table 1, there are two essentially distinct options for generating this
vector, either e?5 = 1/2(e1 + . . .+ e4 +m) + z where z ∈ L[e1, . . . , e4] or

e?5 = 1/2(e1 + . . .+ ei−1 + ei+1 + . . .+ e4 +m) + z

, where z ∈ L[e1, . . . , ei−1, ei+1, . . . e4].

- If e?5 =
∑4

i=1((xi + 1)/2 + ki)ei + (x5/2)e5 + (x6/2)e6, with integer
coordinates, we apply Lemma 3.5 with x := e?5. This means that we
have an integer vector α for which by the integer coefficient yn−1 hold
simultaneously two equalities, α5 = y5(x5/2) and α6 = y5, respectively.
Since |α6| = |y5| ≤ 3 and |α5| = |y5||x5/2| ≤ 3 we have the possibil-
ities: |y5| = 3 and |x5| ≤ 2; |y5| = 2 and |x5| ≤ 3; or |y5| = 1 and
|x5| ≤ 6, respectively. By Lemma 3.3, we have to exclude only the case
when |x5| = 4. Assume indirectly that |x5| = 4 and consider the sys-
tem {e1, e2, e3,m, e6}. Since e?5 has integer coordinates with respect to
the original basis, we get x4 is odd. Since g.c.d(x4, x5) = 1, therefore
{e1, e2, e3,m, e6} is a primitive system in L[e1, . . . , e6]. Consequently,

Lin[e1, e2, e3,m, e6] ∩ L[e1, e2, e3, e6, e4, e5] = Lin[e1, e2, e3,m, e6]

and e4 6∈ Lin[e1, e2, e3,m, e6]. We can apply Lemma 3.5 such that x :=
e6. (The affinity of the proof of Lemma 3.5 takes e4 to e′4, e5 to e′5, and
does not change the vectors e1, e2, e3,m, e6, nor the coordinates of m).
It follows that there is an integer vector

β = β1e1 + β2e2 + β3e3 + β6e6 + β4e
′
4 + β5e

′
5 ∈ L[e1, e2, e3,m, e6]

with coordinates from Table 2. Thus for all i we have |βi| ≤ 3 is an
integer. Since
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m = m′ = x1e1 + x2e2 + x3e3 + x4e
′
4 + x5e

′
5 + x6e6 ,

β = y1e1 + y2e2 + y3e3 + y4m+ y6e6

implying that |β5| = |y4x5| ≤ 3 and |β4| = |y4x4|. But |x5| = 4 hence
the first inequality leads to three possibilities. These correspond to the
values k = 1, 2 or 3 concerning the equality |y4| = k/4. (k = 0 implies
that β ∈ L[e1, e2, e3, e6] therefore in this case we cannot choose e6 to be
the sixth element of a Minkowski-reduced basis). But |y4x4| is also an
integer; hence, x4 is even, which is a contradiction with the fact that x4

is odd. Finally, we have got that |x5| ≤ 3. But |x5| = 2 because it is
non-zero and even. Let us investigate now the first four coordinates. By
the above argument |y4| = k/2 where k = 1, 2 or 3. Since x4 is odd then
k = 2, |y4| = 1 and 3 ≥ |β4| = |x4| proves the required inequality for the
fourth coordinate x4, too. The first four coordinates are equivalent to
our arguments, so in this case, the equality |xi| ≤ 3 holds for all i, too.

- Secondly, assume that

e?5 =
4∑

i=2

((xi + 1)/2 + ki)ei + (x5/2)e5 + e6,

hence e?5 gives a admissible centering of the minimal 4-dimensional par-
allelepiped Π[e2, e3, e4,m]. This means that e?5 is a minimal vector, and
{e1, e2, e3, e4, e

?
5} is a primitive system of minimal vectors. So e5 is a

minimal vector, too. Since {e1, e2, e3, e4, e5, e
?
5} is a basis, then e6 is a

minimal vector, and we can apply the result of Remark 3.6. Hence, the
absolute values of the coordinates of m are less or equal to 3 in this
subcase, too.

• Secondly, assume that |x6| = 4. (Remember that {e1, . . . , e4,m} is
not a primitive system in this case.) Recall that the parallelepiped
Π[e1, . . . , e4,m, e5] has volume 4. Let a5 be a sixth vector whose length
is the sixth successive minimum of the lattice concerning the system
{e1, . . . , e4,m} of minimum vectors. The volume of the parallelepiped
Π[e1 . . . , e4,m, a5] is less or equal to 4 because its admissible centering
is the lattice L[e1 . . . , e6].

- If vol(Π[e1, . . . , e4,m, a5]) = 2 and the vector e?5 centers the facet
Π[e1, . . . , e4,m] then we get that {e1, . . . , e4, a5, e

?
5} is a basis. If |e?5| ≤
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|a5| then we get |a5| ≥ |e?5| ≥ |e5| implying that |a5| = |e5|. Now
{e1, . . . , e4,m, e5} is a system of successive minimum vectors, and so the
centering of Π[e1, . . . , e4,m, e5] is the admissible centering of the cubic
lattice with index 4. But there is no minimum vector with coordinate
4 in this lattice, giving a contradiction. So we have |e?5| > |a5| and so
{e1, . . . , e4, a5, e

?
5} is an ordered basis. Hence, again, |a5| = |e5| leads to

the same contradiction as above.

- If vol(Π[e1, . . . , e4,m, a5]) = 4, then the centering is combinatorially
agreed with the centering of the 6-dimensional cube with index 4. Hence,
a 4-dimensional centered face by index 2 contains a5 as an edge vector.
Let x be the shortest half diagonal of this face. It is shorter than the
half-diagonal of a brick with the same edge lengths and longer than
a5. Thus |a5|2 ≤ |x|2 ≤ (3 + |a5|2)/4 so |a5|2 = 1 and the successive
minimum vector is a minimum vector. The lattice L[e1, . . . , e4,m, a5] is
the 6-dimensional cubic lattice and L[e1, . . . , e4, e5, e6] is its admissible
centering. In this lattice, the Minkowski reduced basis is minimal, so we
can apply Remark 3.6 again.

The sharpness of the bounds is shown by explicit examples: For n = 4, 5,
the centred cubic lattice of dimension n gives sharp bound. This generated
by the Minkowski-reduced basis {a1, . . . , an−1,

1
2

∑n
i=1 ai}, where {a1, . . . an}

is an orthonormed basis of Rn. For n = 6 consider the lattice L′[a1, . . . an]
with associated quadratic form

f(x) =
9

10

n∑
i=1

x2
i +

1

10

(
n∑

i=1

xi

)2

.

Hence we have that

〈ai, aj〉 =

{
1 if i = j ,

1
10 if i = j .

The lattice L′[a1, . . . an] has an admissible centering with the vector 1
3

∑n
i=1 ai

getting a lattice with Minkowski-reduced basis
{
a1, . . . , an−1,

1
3

∑n
i=1 ai

}
.

In L
[
a1, . . . , an−1,

1
3

∑n
i=1 ai

]
the n-th coordinate of the minimal vector an

is equal to 3.
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